
PatientDx: Merging Large Language Models for 
Protecting Data-Privacy in Healthcare

➔ Fine-tuning LLMs demands vast amounts of annotated 
data and computational power to improve task 
performances

➔ Fine-tuning approaches raise serious privacy concerns in 
sensitive domains, such as healthcare

➔ In this work, we propose an alternative for a clinical 
prediction tasks based on patient EHR 

Problem
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➔ Model merging involves the 
combination of multiple pre-trained (or 
fine-tuned) models sharing the same 
architecture.

➔ The merged model is expected to have 
better performance and task 
transferability.

Model Merging

Conclusion
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PatientDx Framework
➔ PatientDx is a framework of model merging oriented to design 

effective LLMs for health-predictive tasks, without fine-tuning. 
➔ Advantages:

○ Handle privacy risks and optimize performances
○ Costs are related to best model selection (inference)

Motivation:
➔ Model merging performance

● Individual models perform badly (zero-shot)
● Merging models not always deals with improvements
● Merging math models with other models deals with 

small improvements for mortality based on patient 
EHR 

Setup

Model transferability 

➔ Dataset: MIMIC-IV
➔ Tasks: 

○ Mortality prediction 
○ Mortality-hard variation

➔ Models: Mistral and Llama-based models, specialized on 
Biomedical, Instruct and Maths

Results

Our best model is available on 
HuggingFaces!

➔ PatientDx shows competitive performance on 
clinical tasks w.r.t pre-trained models, without 
compromising privacy.

➔ Further merging methods should be explored to 
adapt better on clinical tasks.

➔ Results on the Data Leakage Test (DLT) 
➔ Δ1 higher (resp. Δ2 lower) values indicate no tuning over the data 

and lower (resp. higher) values indicate over-fitting in the data

➔ Performance on Mortality and Mortality-hard tasks
➔ Merged Models outperform in most cases in terms of AUC-ROC

➔ Ablation Study (mortality - AUROC)

Qualitative evaluation (1 example): Med42 8B > PatientDx 8B > others
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