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1. Contexte

L’¢licitation de préférences cherche a aider une utilisatrice a prendre une décision parmi un
large choix d’alternatives (choisir un plan d’investissement, par exemple), tout en étant capable
d’expliquer pourquoi une telle décision a été prise (explicabilité) [7, 9]. Pour cela, une série de
questions est posée a l’utilisatrice jusqu’a avoir suffisamment d’informations sur ses
préférences pour lui recommander la meilleure alternative. L’une des stratégies d’élicitation les
plus populaires est 1’¢licitation incrémentale robuste [3, 4, 8]. Associée avec I’heuristique de la
stratégie de la solution courante (CSS) [5], elle permet de minimiser ’effort cognitif en posant
un minimum de questions simples comparant deux alternatives (préférez-vous ce plan, ou celui-
la 7). Néanmoins, cette stratégie d’élicitation ne garantit pas une solution optimale quand
I’utilisatrice est incertaine de ses préférences et/ou commet des erreurs ; ou que les interactions
entre les différents critéres des alternatives ne sont pas modélisées correctement. Pire encore,
cette stratégie peut conduire a une mauvaise recommandation, sans signal d’alerte.

Dans des précédents travaux [2], nous avons proposé une stratégie d’élicitation qui permet,
grace a la modélisation de ’incertitude des réponses via la théorie des possibilités [6], de
détecter quand des réponses deviennent incohérentes entre-elles (soit car des réponses sont
fausses, soit quand le modele supposé n’est pas suffisamment riche pour prendre en compte des
interactions complexes). Ainsi, I’élicitation est plus robuste face a des incohérences, permettant
d’avoir des meilleures recommandations. De plus, nous avons :

e Des stratégies restaurant la cohérence en présence de mauvaises réponses [1],
permettant a la fois d’améliorer la qualit¢ de la recommandation finale pour
’utilisatrice, mais aussi d’identifier les réponses erronées.

e De premiers résultats trés prometteurs sur le changement de fonction d’agrégation
quand celle-ci n’est pas adéquate (conférence nationale LFA 2025). Changer pour le
bon modele n’améliore pas toujours la recommandation finale (voir I’empire), montrant
qu'une stratégie de questions pour une fonction d’agrégation n’est pas forcément
optimale pour une autre, en lien avec les travaux existants [3].

2. Défis scientifiques

Comme présenté précédemment, les incohérences détectées durant 1’¢licitation sont de deux
natures différentes : mauvaises réponses de 1’utilisatrice (avec un caractére potentiellement
aléatoire) et modélisation incorrecte de ses préférences (avec un caractére plus systémique). Du



Asdaeds

1538

Institut Supérieur de I'Aéronautique et de I'Espace

BENSMA

fait de cette différence de nature, il parait tout a fait raisonnable de vouloir détecter la nature de
I’incohérence afin d’appliquer une stratégie de correction/restauration de la cohérence adaptée.
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Dans cette thése, nous envisageons les contributions scientifiques suivantes :

1) L’utilisation des outils du machine learning (et de la science des données) pour
identifier la nature de [D’incohérence, afin d’appliquer des stratégies de
correction/restauration de la cohérence adaptées, malgré une information limitée.

2) Développer une approche d’¢élicitation permettant de détecter au plus vite de
I’incohérence, tout en cherchant a converger rapidement vers une recommandation, en
lien avec les travaux en dilemme exploration/exploitation.

3) En paralléle du premier point, améliorer I’évaluation de la confiance dans les réponses
de I'utilisatrice, afin d’enrichir 1’explicabilité du mod¢le et potentiellement rendre la
détection de la nature de I’incohérence plus aisée.
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