
LLM-aided data exploration and storytelling

The position is a 3 years fully funded PhD, starting September or October
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1 Context

In this data-driven era, it is of paramount importance to be able to access and
exploit relevant data efficiently. Indeed, people and organizations need to collect,
clean, transform, integrate, store, explore, analyze and summarize large amounts
of data in order to gain insights and support any data-driven decision-making.
Data narration, is about telling stories supported by insights extracted from
data analysis, and rendered using interactive visualizations [2]. Indeed, data
narration covers the whole cycle of data analysis, from data collection, wrangling
and exploration, to insight reporting, visualization and storytelling [15].

The debate around AI, especially Machine Learning (ML) and Large Lan-
guage Models (LLM), and their supposed capacity at automating decision mak-
ing, is very intense these days. People may even wonder whether data narration
be fully automated and eventually leave decisions to an Artificial Intelligence
(AI). In the database (DB) community, and more particularly in the Business
Intelligence (BI) community, there is long tradition of having the decision maker
at the center of the data analysis process. At the inverse of automated appli-
cation of algorithms, BI has been, since its inception, all about facilitating the
task of interactive exploration of a dataspace. One could even say that BI is
the ancestor of the Human-in-the-Loop Data Analysis phenomenon [6].

On the other hand, the automation of data narration is drawing attention
nowadays [4, 13], which poses great challenges as background knowledge and
human judgment are the keys to success [4]. Many recent works address the
automatic discovery of insights [5, 9, 11] and their usage for enhancing data
exploration [1, 3] and automating the overall data narration process (e.g. [20,
18, 19]). Even if such works envision full automation, they only deal with very
specific scenarios where data exploration is reduced to the search of statistical
findings.
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LLM have the potential to automate many data narration tasks. Some
first proposals essentially use LLM for matching users’ goal [10, 17, 8]. So far,
these proposals achieve best results when combining LLM with other narration
techniques.

Since the early works demonstrating the potential for LLM as a key part
of data narration, LLMs research has taken a few large leaps. LLMs are now
capable of splitting complex reasoning tasks into many steps even relying on ex-
ternal tools and knowledge [7]. LLM personalisation has also been the subject
of many studies with many techniques now covering several aspects of person-
alisation (tone and style, relevance, accuracy) [21].

2 Thesis topic

This PhD topic follows up the data narration model and process proposed by
the PhD thesis of Faten El Outa [14], and ambitions to automatize much of the
tedious parts of the process, while letting the end user in the loop.

This need, introduced in [16] is a first step to a broader vision of interactive
data narration that opens major research questions, including:

1. How to leverage the narrator, auditor or both user’s intentions to guide
the data narration process? Letting the user in command means a tight
connection among the automatic processes and the user preferences and
feedback. The LLM as a comprehensive user interface should be flexible
and its prompt well adapted to the user inquiry and preferences.

2. How to ensure that data stories are personalized? The data story should
be adapted to the auditors’ profiles (decision markers, data enthusiasts,
...). In particular, the substance of the story should be adapted to the
user’s knowledge. Also, the discourse (structure and presentation) should
change. For example, the choice of structures and ordering should reflect
diversity among the auditors, and insight-to-visual mappings should be
personalized.

3. How to declaratively enhance the interplay between data exploration and
narration tasks? The state of the art shows that data exploration is too
much dissociated from narration, a full automatic approaches generally
neglecting one of them. Such a declarative enhancement could take the
form of an Explore-Narrate-Explore paradigm, letting the user intervene
after the presentation of the story at each iteration, which reduces the
overall time-to-message.

4. What is the quality of a data story? This transverse aspect of data story
should be addressed to correctly assess proposals made to answer any of
the previous points. Benchmarking data stories and the underlying data
narration process is very challenging because of the complexity of the
process. Many human-, system- and data-oriented measures exist (see a
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survey in [12]), but their combination and the proposal of new holistic
measures is still to come.

It is expected that this PhD contributes to answer one of the first 3 questions,
while keeping an eye on the last one. The applicants are expected to indicate and
motivate, in their applications, which of the questions they prefer to address.

3 Advising and application

Employers: University of Tours and University of Orléans (France)

Labs: Laboratoire d’Informatique Fondamentale et Appliquée de Tours (LI-
FAT) and Laboratoire d’Informatique Fondamentale d’Orléans (LIFO)

Locations: Blois and Orléans (France)

Supervisors:

• Patrick Marcel, Full Professor, University of Orléans,

patrick.marcel@univ-orleans.fr,

• Verónika Peralta, Associate Professor HDR, University of Tours,

veronika.peralta@univ-tours.fr,

• Alexandre Chanson, Associate Professor, University of Tours,

chanson@univ-tours.fr,

• Valentin Nyzam, Associate Professor, University of Tours,

nyzam@univ-tours.fr

Requirements: Applicants are expected to hold a Master’s degree in Com-
puter Science, be skilled in databases, machine learning, programming and be
fluent in English. Applicants must demonstrate proficiency in one of the fol-
lowing topics: data exploration, data narration, natural language processing.
Applications failing to match these expectations to will be automatically re-
jected.

Application: Applicants will email, before May 12, 2025 (firm dead-
line), the following documents to the supervisors: CV, transcripts of the Mas-
ter’s program, Master’s thesis dissertation, cover letter, reference letters.

Shortlisted applicants will be contacted for a video interview that will include
a discussion of the scientific literature relevant to the topic.
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