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2 Motivation and background

In the last years, deep-learning-based clinical decision support has mostly been over-simplified
to a single classification task, mostly for demonstrating the feasibility of reproducing a final medical
decision on the basis of previously acquired healthcare data [ROC+18, MLKD16]. This led to the
development and publication of many models, with very little perfusion in clinics, due to their lack
of explainability [SAD24], fairness [BHN23], usability, and need [CSF+20]. For example, a single
class prediction based on patient history appear to be of limited use to practitioners that first
consider their last observations, and wait for decision support to integrate medical history to their
own medical reasoning [AMCD21].

In previous works, we proposed to learn decision pathways from Electronic Health Records
(EHRs) to propose a step-by-step guidance to the medical decision [MNC24a]. These pathways
are build on the basis of data collected along healthcare activity, (i.e., traces of real-word clinical
practice) and for this reason follow to some extent medical reasoning. This data-driven approach
can be opposed to the classical decision processes in medicine that follow Clinical Practice Gui-
delines (CPGs), which compile in narratives the state-of-the-art knowledge authored by a college
of specialists of the domain. We consider the latter as a knowledge-driven approach.

Both data- or knowledge- driven approaches have been shown to be associated to unfair
decisions for various reasons, including sampling biases when constituting training datasets, or
study cohorts used to build CPGs [RCB+19].

We think that Large Language Models (LLMs) are promising tools to support knowledge-driven
decision support [CMC24, BJS24]. But by default, they do not consider the amount of observa-
tional data acquired in EHRs. In addition, we think that hybrid systems that combines data- and
knowledge-driven approaches offer the best promises for the design for explainable and fair de-
cision supports in biomedicine. Consequently, the following research project proposes to study



the combination of (i) LLM, as a provider to the state-of-the-art knowledge, and (ii)) data-driven
approaches such as the one developped by Muyama et al. for decision support [MNC24a].

3 Objective

LLM as a provider of state-of-the-art knowledge – Despite their undeniable role in clinical
decision-making, CPGs have limitations. First, their development requires input from a diverse
panel of experts, leading to a time-consuming and costly process. This implies that updates to
CPG take several years, which makes them unsuitable for rapidly evolving medical practices,
such as the introduction of new diagnostic tests or the emergence of a new disease. Second, due
to the substantial resources needed to develop these guidelines, it is not practical to create CPGs
for every known medical condition. Third, guidelines are generally designed to address the needs
of the majority of the population, potentially overlooking rare conditions or uncommon populations,
potentially leading to unfair recommendations.

The first objective of this research project is to study how LLMs may embed state-of-the-art
knowledge represented within CPGs, and thus support medical decision. Several challenges are
associated with this objective such as the fact that CPGs include semi-structured information as
decision trees or score tables, which are key to guide recommendations [Mil19, ACD+19], or the
fact that important element of knowledge may be spread within over several documents, including
potential inconsistencies.

Combine data-driven approach with LLM – Several methods can be leveraged to learn
clinical pathways from data including sequence and process mining, to discover patterns within
hospital processes [MNC24b]. Reinforcement Learning (RL) methods are natural candidates to
learning sequential decisions, Deep Reinforcement Learning (DRL) adopts deep neural networks
to learn the optimal policy that is central to RL and facilitate handling cases where the number of
states is potentially large [LNF19]. To identify optimal treatment regimens for patients, [LWL+22]
proposed a deep Q network-based model for EHR data. Patient records are used to model the
state, action and transition probability of the model, used, in turn, to determine the individual
optimal dose. Resulting constructs can in turn be compared with state-of-the-art CPGs, but both
sources are not combined.

The second objective of the project is to enable LLM and a data-driven approach, such as
a DRL one, to be combined. One potential direction is to find inspiration in the reinforcement
learning (RL) from human feedback paradigm that is used to adapt LLM from human prefe-
rences [ZSW+20]. Here LLM model could be adapated through a number of RL iterations where
the feedback is not provided by a human, but through healthcare data that trace hitorical clinical
decision made by clinicians.

Evaluate various approaches – A transversal objective of the project is to enable the eva-
luation of the various developed systems, with the following objectives in mind : correctness, op-
timality, fairness and utility. This relies, through others, on enabling the comparison of various
clinical decision pathways in terms of precision, recall (for instance in regards to a ground truth
diagnosis), number of steps (i.e., tests, questions), time before diagnosis, cost and others. To this
matter, the candidate could propose metrics that will enable comparing pathways one-to-one and
many-to-many. One potential direction would be to rely on a common representation framework
of clinical pathways by leveraging the experience on scientific workflows of the ShareFAIR PEPR
project consortium. In particular, we could aim at designing a shareable, traceable, understan-
dable format that supports reasoning mechanisms, to facilitate further comparison.

Biomedical usecases – The project will be applied on three distinct biomedical use cases :
the differential diagnosis of anemia, hypertension and the management of intracranial aneurysms
[EdST+22]



4 Context

The position will take place in the HeKA team (Inria, Inserm, Université Paris Cité), physically
located at PariSanté Campus, 2-10 rue d’Oradour-sur-Glane, 75015 Paris. The work is a collabo-
ration between the HeKA team, and the Pompidou hospitals (HEGP) of the AP-HP (Assistance
Publique - Hôpitaux de Paris).

This project is funded by theShareFAIR PEPR Digital Health project, funded by the French
Research National Agency.
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