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Abstract

The general aim of the thesis is to exploit expert knowledge regarding properties of optimisation al-
gorithms and problems, represented in the formal frameworks of ontologies and conceptual graphs,
and to develop tools to extract automatically underlying correlations: the objective is to allow under-
standing the reasons why an algorithm is more appropriate than others to solve a problem depending
on its characterisation and possibly to offer new tools to configure optimisation algorithms.

To do so, the project will explore new methods for analysing conceptual graphs and in particular
design dedicated frequent pattern mining algorithms. The output of such algorithms is also represented
in the framework of conceptual graphs, which makes the results more legible and understandable for
the end user.

The thesis is expected to contribute at the cross-roads of the domains of knowledge representation,
pattern mining and black-box optimisation.

Context

With the rise of artificial intelligence, exploiting expert knowledge in order to explain or understand
the observed results and performances is at high demand. To enable systematic studies of rich data
collections, we need both a suitable formalism to represent the available knowledge and efficient tools
to exploit them.

The thesis project aims at addressing these questions for the domain of black-box optimisation, in
the case where knowledge is represented in the formalism of conceptual graphs and using tools in the
form of frequent pattern mining.
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Knowledge representation To store knowledge, ontologies constitute a currently very popular
approach, as they enable to define the ideas and concepts manipulated in any specific domain and then
reason on these concepts in order to infer new knowledge about them. Together with the associated
reasoning engine, they are in particular useful for classification purposes: they allow one to get the
class to which an object belongs, according to its characteristics.

Conceptual graphs (see e.g. Chein & Mugnier, 2008) constitute a richer knowledge representation
framework, that explicitly distinguishes between ontological and factual knowledge: the former defines
a vocabulary, in the form of a hierarchically structured terminology, used to build the latter, in the
form of bi-partite graphs whose nodes and edges are labelled with elements from the vocabulary.
Conceptual graphs offer the advantage of combining a logical semantic and efficient manipulation
tools based on graph theory.

Frequent pattern mining Extracting knowledge from a conceptual graph or from a set of concep-
tual graphs can take the form of identifying frequent patterns, i.e. subgraphs that occur frequently
and can thus be interpreted as relevant regularities. This relates to the domain of Frequent Subgraph
Mining, for which numerous approaches have been proposed (see e.g. Jiang et al., 2013). Dedicated
algorithms have been proposed for the specific case of taxonomy labelled graphs (Inokuchi et al., 2000;
Cakmak & Ozsoyoglu, 2008; Petermann et al., 2017), that exploit the particular characteristics of these
types of graphs so as to improve both their efficiency and the relevance of the extracted patterns.

Recent works conducted in the LFI team focused further on the case of conceptual graphs: the
cgSpan algorithm (Faci et al., 2021a) exploits the information about relation arity to decrease effi-
ciently the number of explored pattern candidates, the relation signatures to prune redundant pattern
candidate with little informativeness as well as inference rules to extend candidates faster.

Ontologies of optimisation algorithms and problems To develop our approaches and to show
their benefits on real-world knowledge graphs, we will test them on the OPTImisation algorithm
benchmarking ONtology (OPTION, Kostovska et al., 2021), available at the BioPortal.!

OPTION groups and annotates benchmarking data from black-box optimisation. More specifically,
its current version hosts more than 200 algorithm performance data from the BBOB collection of the
COCO framework (Hansen et al., 2020) and from various benchmark suits of the Nevergrad environ-
ment (Rapin & Teytaud, 2018). OPTION provides the vocabulary needed for semantic annotation
of the core entities involved in the process of benchmarking black-box optimisation algorithms, such
as algorithms, problems, and evaluation measures. OPTION also provides means for automated data
integration, improved interoperability, powerful querying capabilities and reasoning, thereby enriching
the value of the benchmark data.

A core advantage for our project is that OPTION builds a conceptual graph with a rich vocabulary,
with deep concept and relation hierarchies. It therefore offers a broad number of use-cases on which
we can develop and validate our approaches. To demonstrate the advantages of our algorithms, and
to contribute to an improved use of benchmarking data in the analysis of black-box optimisation
algorithms, we directly work with the developers of OPTION, among them the second supervisor of
this PhD project.

Scientific Objectives

The key objective of the proposed thesis project, from the black-box optimisation point of view, is to
investigate the potential of applying proper data-mining techniques to the OPTION ontology, with
the goal to derive recommendations for algorithm selection (Kerschke et al., 2019), in an automated
and ideally continuously extendable fashion.

To do so, the thesis will explore new methods for analysing conceptual graphs, for instance to deal
with the fact that the input here takes the form of a unique huge graph. Indeed, existing approaches
mainly consider the case where multiple graphs are given as inputs. Besides, the considered application
calls for the design of incremental information extraction approaches, that are able to process an
enriched conceptual graph without starting from scratch whenever the conceptual graph is updated.

"https://bioportal.bioontology.org/ontologies/0PTION-ONTOLOGY
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Another direction of research will aim at defining formally the quality criteria for frequent concep-
tual subgraphs, that raise challenging questions due to the available taxonomies over the labels: an
increase of the level of generality of the labels is correlated with an increase of the candidate frequency,
but also with a decrease of its informativeness for the end user. Thus the global quality must take into
account several components and trade-off thereof. Designing extraction algorithm to mine efficiently
and directly patterns optimising such a combined quality criterion opens an additional direction to be
explored.

In addition, in the considered application domain, rare subgraph patterns can also be of high
relevance to an expert user, to draw his/her attention to specific optimisation algorithms configurations
or specific characteristics of optimisation problems. Designing methods able to identify them, efficiently
exploiting the properties of conceptual graphs, will be considered during the thesis.

Finally, especially because the OPTION includes nodes with numerical labels, the thesis will
consider the question of representing and building fuzzy extensions of conceptual graphs (see e.g. Tho-
mopoulos et al., 2003; Faci et al., 2021b), or more generally weighted extensions: including some
imprecision in the node labels may be a relevant manner to generalise nodes and to define more rel-
evant frequent patterns. Other semantics for the weights will be explored, e.g. to represent optional
parts of patterns or certainty degrees. The challenges associated with this topic are both to deter-
mine whether existing weighted conceptual graphs appropriately capture the desired semantics and to
design algorithms able to extract, or to build, such graphs automatically.
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