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OBJECTIVE:
Frequent Itemset Mining (FIM, for short) is an active part of data mining field and an
important first step in data analysis. In the last decades, FIM has been applied in a broad
range of applications such as e-commerce [4], e-learning [10], malware detection [3]. The
application of FIM in a wide range of domains with a proliferation of different type of data has
inspired the development of numerous other pattern-mining techniques. Recently, gradual
itemsets [6, 2, 11, 7, 9] have then been proposed for analysing numerical data and different
algorithms have been designed to automatically extract gradual itemsets from different data
model [12, 13, 1, 5]. Gradual itemsets aroused great interest for extracting frequent complex
co-variations between numerical attributes in a multitude of areas. However, in some real-
world applications, data are subject to noise and measurement error. To date, the effect of
noise on classical frequent gradual itemset mining algorithms has been not addressed.

The goal of this work is to propose a noise tolerant gradual itemset model, which unlike
classical gradual itemsets [2, 8] tolerates a controlled fraction of errors on the extent of the
gradual itemset. By allowing noise, the proposed models will generalize the level-wise enu-
meration of different forms of frequent gradual itemsets [2, 12, 8, 7] that can be extracted
from different types of complex numerical data but obscured by noise.

Candidate profile:

• 2nd year student of a Master’s or Engineering of Computer Science degree.

• Goods skills in Artificial Intelligence, more particularly in pattern mining.

• Goods skills in programming language (C++, Python).
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Application: Send your CV, transcript of grades, and motivation letter to jerry.lonlac@imt-
nord-europe.fr
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seasonal gradual patterns. In Big Data Analytics and Knowledge Discovery - DaWaK,
volume 12393, pages 197–207, 2020.

[8] Jerry Lonlac, Yannick Miras, Aude Beauger, Vincent Mazenod, Jean-Luc Peiry, and
Engelbert Mephu Nguifo. An approach for extracting frequent (closed) gradual patterns
under temporal constraint. In FUZZ-IEEE, pages 878–885, 2018.

[9] Jerry Lonlac and Engelbert Mephu Nguifo. A novel algorithm for searching frequent
gradual patterns from an ordered data set. Intell. Data Anal., 24(5):1029–1042, 2020.

[10] Espérance Mwamikazi, Philippe Fournier-Viger, Chadia Moghrabi, and Robert Bau-
douin. A dynamic questionnaire to further reduce questions in learning style assess-
ment. In Lazaros Iliadis, Ilias Maglogiannis, and Harris Papadopoulos, editors, Artificial
Intelligence Applications and Innovations, pages 224–235, 2014.

[11] Benjamin Négrevergne, Alexandre Termier, Marie-Christine Rousset, and Jean-François
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